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ABSTRACT

This article investigates the possibilities for creating behavioural models of military decision making in a data-driven manner. As not much data from actual operations is available, and data cannot easily be created in the military context, most approaches use simulators to learn behaviour. A simulator is however not always available or is difficult to create. This study focuses on the creation of behavioural models from data that was collected during a field exercise. As data in general is limited, noisy and erroneous, this makes the creation of realistic models challenging. Besides using the traditional approach of hand-crafting a model based on data, we investigate the emerging research area of imitation learning. One of its techniques, reward engineering, is applied to learn the behaviour of soldiers in an urban warfare operation. Basic, but realistic, soldier behaviour is learned, which lays the groundwork for more elaborate models in the future.
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I. THE WHY AND HOW OF BEHAVIOURAL MODELS

The increasing use of simulation in education, training, analysis, and decision support, leads to a higher demand for behaviour models of military decision making. In addition to the need for an accurate simulation of the physical behaviour, such as tank movements or bullet/missile trajectories, also realistic tactical behaviour of simulated entities or vehicles is required. The decision process of these virtual participants is captured in a behaviour model. Behavioural models were first introduced in [1], and we define them as operational, conceptual, psychological or tactical models of the behaviour of human-like, human-controlled, or autonomously operating real-world systems.

Examples of such real-world systems can be a tank directed by a commander; a ship commanded by a captain; a fighter jet flown by a pilot; an unmanned aerial vehicle (UAV) controlled by a ground-based operator; or the human actor itself, e.g., a foot soldier. Furthermore, we do not restrict the size of the systems. We, for example, also consider a battalion of tanks, a flotilla of ships or a UAV swarm as suitable subjects for behavioural models. In military simulations, when the machine decides the actions of a unit or force, these systems are known as Computer Generated Forces (CGFs).

The development and application of new behaviour models is a complex process. A lack of interoperability methods and standards leads to a splintered landscape of models that are mostly used in a single simulation system only. Earlier work [2] investigated in which phase of the development effective reuse of behavioural models can be achieved, as well as what supporting processes, technologies and standards are needed. One conclusion was that there is much interest in this field of research, with ongoing developments of tools and standards, and that AI (Artificial Intelligence) and its power to create well-performing models will play a large role in various military applications. Another conclusion was that currently there is insufficient value in reusing behavioural models in different environments for the Dutch Ministry of Defence. Rather than reusing models, more efficient and effective modelling is desired. One way to achieve this, is to use state-of-the art techniques in the research field of artificial intelligence [3].

In machine learning applications, correct and incorrect examples of behaviour or decisions are presented to a learning system in the hope that the system can generalize the examples. This is called supervised learning [4], and its success depends on many factors (e.g., algorithms, size and type of data, and implementation technique). A problem for the usage of actual data in a military context is that data may be classified or simply unavailable, as the number of military conflicts is fortunately low.

A second common approach is deploying a behavioural model in a simulator and using the generated data to improve the models’ parameters; and the most common approach is reinforcement learning [5]. A difficulty with reinforcement
learning is that the reward function has to be carefully crafted and any error in the simulator can be exploited and lead to learning undesired behaviour [6]. Such errors may occur in unforeseen circumstances that humans never encounter, but algorithms do due to their exploration of the search space in millions of simulations. Furthermore, an accurate simulator has to be developed first, as mistakes in the simulations can be exploited or lead to learning unrealistic behaviour [7]. In a military setting, the reinforcement learning approach is difficult but promising [8].

For supervised learning large quantities of high-quality data are required, for reinforcement learning a high-quality reward function and simulator are required, while many use cases exist in which neither is available. When not having large volumes of high quality data, or a simulator capable of creating such volumes, many techniques from the field of Artificial Intelligence are not applicable. In such situations it is not clear which approach leads to the best results with the least amount of effort. Therefore, this study aims at creating behavioural models that display realistic behaviour in an efficient manner, while having little data and no simulators available. For this purpose, methods from the research area of imitation learning [9] are employed. The focus of imitation learning is to explicitly train a model with the behaviour of an expert in a teacher-pupil setting. The model has learned the behaviour correctly if it can imitate the behaviour of the teacher. We apply these techniques in our research for creating behavioural models for soldiers and Boxer vehicles that operate in an exercise of an urban warfare operation. The collected data was very limited, and there were no means of creating more data or being able to test the model in a simulator.

With this research we aim at behavioural models that can contribute to (1) creating new training scenarios in which the behaviour of the computer generated forces is used for creating better scenarios [10]; (2) supporting after action reviews by comparing the data generated by trainees to the correct behaviour model that was learned beforehand with our approach; (3) comparing the model behaviour for basic combat techniques with the behaviour of soldiers in the field. If the soldier behaviour seems more successful, this can lead to ideas for adapting the basic combat technique; (4) generating realistic simulated entity behaviour for synthetic wrapping [11, 12]; and (5) the realization of simulation-based decision support to the commander by using the learned behaviour for advising decision makers.

Section II investigates the requirements on the data that is needed for creating the behaviour models. In Section III the use case for this study is introduced. The traditional approach of hand-crafting models is presented in Section IV. We present background information of the emerging field of imitation learning in Section V, and

---

1 In imitation learning the teacher usually involves a human that makes decisions. It is however possible to create behavioral models of autonomous systems as well. This may be useful when there is no access to the source code or when modelling the system on a much higher abstraction level.
its application to the use case in Section VI. Finally, Section VII provides concluding remarks.

II. GETTING THE RIGHT DATA, AND GETTING THE DATA RIGHT

In order to create effective behaviour models, one has to understand under what circumstances, with what intelligence and with what orders, the behaviour was recorded. The behaviour data and models have to match the decision process. We therefore first have to understand the military decision process, before starting to retrieve data.

A. How does a military expert take a decision?

Before any decision in a military setting can be made, the situation has to be understood. By analysing all available information, situational awareness (SA) is created [13, 14]. In military terms, SA is the commander’s understanding of the battlefield [15]. SA can be categorized in 3 levels [16]. The first is a perception of the elements of the current situation, e.g., knowing the positions and status of own and enemy forces. The second is a comprehension of the situation. By understanding the dynamics of the physical elements and people in the situation, one can interpret the situation. For example, whether an enemy aircraft is on an attack flight path or on a reconnaissance mission. The third level is the projection of future status of the situation, e.g., that the enemy aircraft will deliver a dangerous payload to the aircraft carrier if not intercepted. Only when high levels of SA are achieved, effective decisions can be made [17]. With enough experience, decisions can be made in a split second as situations are recognized instantly. These are called recognition-primed decisions [18] and are in essence data-driven (experience) mental behavioural models. Technology to enhance the SA of a commander, directly contributes to better decisions being made [19].

When the situation becomes complex, systematic methods are followed in order to not overlook important information. An example of such a process is the Military Decision Making Process (MDMP) [20]. This is a lengthy process and is not suitable for decisions made in minutes or seconds on the battlefield. Another example is the NATO Comprehensive Operations Directive (NATO COPD) [21]. In all these cases the information of the environment is studied in detail to gain SA, and only after sufficient SA is gained a decision is made. We distinguish four levels of behaviour. On (1) strategic level, decisions are made based on (multi)national goals. On (2) operational level, decisions are made for conducting large operations or campaigns. Decisions in anticipation of, or during, combat are taken on (3) tactical level. The decisions for following procedures for the operation of mechanical platforms are part of the (4) technical level.

Depending on the current level of behaviour, the amount of information taken into account varies, as well as the speed of decision making. Although behavioural
models can be used for any level of behaviour from split-second decisions to large planning sessions, we restrict the scope to tactical behaviour in this article.

**B. How are decisions made using behavioural models?**

In its bare essence, a behavioural model follows the same steps as humans do when making a decision. A prominent framework is the OODA loop [22]. The four phases of this loop are Observe, Orient, Decide, and Act. The observe and orient phases serve the single purpose of gaining SA. This military model has been successfully used in various autonomous agents [23], and is applied in a large variety of situations [24, 25, 26].

A second framework is called BDI: Beliefs, Desires and Intentions [27, 28]. The basic BDI paradigm is widely used to achieve human-like intelligence in an agent-based approach, but often falls short of truly ‘smart agents’, since the agents lack ideal characteristics such as ‘Coordination and Learning’ [25]. BDI has been extended in [29] and is now widely used in practice. BDI can be used in the OODA loop steps, and is commonly applied to the Orient and Decide steps [30].

In both cases the creator of the model decides what relevant factors of the world are included in the so-called world-model and how these factors are allowed to interact with each other. If the interaction is strictly defined, then a more classical approach such as a rule engine or decision tree is used. If no sufficiently well-defined model can be created, then the machine may receive the task to learn the relevancy of factors based on data (e.g., with a neural network). For all cases it holds that if a factor was omitted, either by not including its definition by the designer of the model, or excluding the relevant data, it is impossible for the model to take it into account. Therefore, the performance of the model stands or falls with the creator’s insights in the problem at hand.

After carefully designing, tuning or learning a model, the use of the model is straightforward. The designed factors are input to the model and are transformed by predesigned or learned steps to produce a desired output. As the number of methods and combinations for designing, tuning and learning is immense, various research disciplines have emerged to focus on research areas of efficiently creating models. Many of these research areas require data for the creation of the behavioural model.

**C. Retrieving useful data**

When talking about military data, the first thing that comes to mind is the classification and the limitations of sharing the data [31]. As the classification level of information often is restricted, e.g. national or NATO level, the amount of data that can be obtained is limited. This means that any research depends on having the appropriate clearances and having appropriate contacts within the data supplying community, which is usually the MoD. Before obtaining permission of receiving data, one has to know and define what kind of data is desired.
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The best data for creating behavioural models originates from actual combat operations. However, not much data was recorded from actual combat operations and the data that was recorded often is not usable for the creation of behavioural models. It is not feasible to generate data for the purpose of research, as it would require engaging an opposing force. Using historical data can also be problematic, as military technology and doctrine change quickly and data for a desired context does not exist.

A logical way forward is the use of data that is gathered during training and exercises. Such a training can either be (1) executed in a simulated environment, using a constructive simulation such as in VR Forces, which can simulate troops of many sizes [32], or (2) be executed live in the field with actual soldiers. The promise of using actual data is that behaviour models can be created without the need of creating (complex) simulators to facilitate the training. In this research we hope to achieve this promise despite all the problems that using raw data brings, such as noise and missing context. As use-case, an exercise with the Mobile Combat Training Centre has been selected, as described in Section III.

III. USE-CASE: URBAN WARFARE WITH THE MOBILE COMBAT TRAINING CENTRE

The mobile combat training centre (MCTC) [33] was introduced in 2003 by the Dutch ministry of Defence and enables soldiers to practice combat in the actual environment in a realistic setting, but without using ammunition. Lasers and sensors are utilized to simulate firing weapons. The system keeps track of the location of soldiers and vehicles, used ammunition, and health status. A variety of weapons (e.g., rifles, heavy machine guns, indirect fire), vehicles (e.g., Fennek, Boxer) and terrain (e.g., cross-country, urban) can be included in the exercise. All data that the systems generate are logged so that it is available for the after-action review. Figure 1 shows a soldier training with the MCTC. Note the laser sensors on the helmet that register when a soldier is hit, and the laser on the gun that is used to shoot at opposing forces.

An exercise was selected that took place in the Dutch training village Marnehuizen, which was entirely built to train Military Operations on Urban Terrain [34]. Figure 2 shows an overview of the village. In the selected exercise, the Blue forces entered the village at the bridge in the north-east and were tasked to clear the village of enemy forces. A house-to-house battle was fought, which lasted two days, until the last houses on the west side of the village were declared free of enemies.
The logged MCTC data contains the location of soldiers and vehicles at regular intervals. Also, fire events, hit events, kill events, and vehicle associations (when a soldier enters or exits a vehicle) are present in the data. This data can give a rough overview of the current state of the battlefield to the trainer. The consistency of the data is somewhat lacking in several aspects. Soldier locations are only provided every 15 seconds, and are snapped to a cell on a grid (with cell size of roughly 1m x 1m). The orientation of the soldiers is not reported. Sometimes soldiers move several grid cells at once, for example when driving quickly in a vehicle. It is also not always clear whether a soldier is inside or outside a building, as the wall of the building can run through the centre of such a grid cell. Other limitations include that it is not always clear what soldiers are firing at, and (un-) boarding vehicles is noisy. These limitations are not a problem for gaining a rough overview of the state of the operation for which the data was intended, but do form an additional hurdle for training models.
IV. HAND-CRAFTED BEHAVIOUR MODELS

A straightforward way to improve the realism of a military behavioural model is to create the structure of the model manually, and tune its parameters based on collected data. In this manner the expert stays in control of what the model can learn and the parameter tuning should be easy to perform. The created model can be seen as a method of combining data with expert knowledge. The model most often reflects a tactic or behaviour that is well-defined in the current doctrine, such as bounding overwatch [36, 37]. In such an approach, however, the model will never be smarter than its creator, as there exists no room for creativity in the man-made structure. When more freedom is given to the algorithm, more creativity can be observed, that can even surpass human performance [38, 39]. The hand-crafted models do, however, have the advantage of being highly understandable and explainable to military experts, as the structure of the model closely resembles the decision making process of an expert. Such a model can for instance be used in after action reviews by comparing the model generated from the data with the model of the correct behaviour and thus help the training instructor who only has limited time for analysing all the data from the training to brief the trainees. Large differences in the model parameters are indicators of learning points.

In this section, we want to show how a hand-crafted behavioural model can be created and tuned with data from the military exercise in Marnehuizen. The identified use case is the behaviour of a Boxer vehicle that supplies fire support for soldiers that perform house-to-house combat. The vehicle is called to the building, provides suppressive fire, and retreats so that it is not susceptible to anti-armour ammunition for a long time. A schematic overview of this behaviour is shown in Figure 3.

The behaviour displayed in Figure 3 has to be abstracted into a model. In this study, we purely consider the timing aspect. Other aspects, such as the relative position between Boxer and infantry, or between Boxer and building, are left for future work. We distinguish between five steps:

1. The time needed for the Boxer to move into a firing position.
2. The time that the Boxer provides suppressive fire before the infantry starts moving.
3. The time needed for the infantry to move to the building.
4. The time interval between the infantry arriving at the building and the Boxer departing.
5. The time needed to clear the building and restarting at step 1.
Figure 3: A schematic overview of the fire support provided by a Boxer vehicle. (1) Top-left: The initial position with the Boxer shown in red, and an infantry group in blue. (2) Top-right: The Boxer vehicle approaches the building in the lower-right corner and provides suppressing fire. (3) Lower-left: The infantry approaches the building. (4) Lower-right: The Boxer vehicle retreats.

For this study, we focus on steps 2 and 3. In order to determine these parameters, it is essential to know when the Boxer and the infantry arrives at the building. The other parameters can be derived with similar approaches as described below.

In the exercise, several buildings are approached as shown in Figure 3, and each iteration of this procedure can be analysed. Annotating the locations of buildings and when such an iteration starts and ends, based on the position of the Boxer vehicle and the infantry group, is done manually, and is already a challenging task. As there are multiple vehicles, the first question is: which Boxer is currently providing suppressive fire? Is the Boxer actually firing at the selected building? Fire events are part of the data set, but when the shot does not connect with a hit event, it is not known in what direction the shot was fired. Specially with suppressive fire, most shots do not hit any sensor that could register the firing direction. This makes it guesswork whether the Boxer is providing suppressive fire on the building, or
firing at something else. Also, the movement of the infantry group is not trivial. The groups that move from building to building are not defined as groups in the order of battle (Orbat): they are selected on the spot from the available soldiers in the platoon (which is defined in the Orbat) and altered for each iteration. In order to be able to measure the effectiveness of any algorithm that has to learn the behaviour of (groups of) soldiers and supporting vehicles, the dataset was manually annotated by selecting Boxer vehicles that provide fire support, and the timesteps when the infantry cleared a building.

From the algorithmic point of view, we define the moment that the Boxer arrives at the scene to provide fire support as the timestep at which the vehicle is located closest to the building. An example of how the distance of a Boxer vehicle changes over time is shown in Figure 4. The large peak at the beginning of the exercise is because the Boxer is parked at a large distance while not actively participating.

![Figure 4: The distance of a Boxer (y-axis, measured in miles) to a target building over time (x-axis).](image)

The smallest distance of a Boxer vehicle to the building is chosen as the beginning of the fire support. This measure may be faulty, as driving past the building after it is cleared may reduce the distance even further, but it is a straightforward computation. Figure 5 shows the absolute difference between the calculated and
Figure 5: The difference to the manually annotated events, measured in minutes, made by selecting the closest distance of the Boxer to the building. Each building is a separate column, and the columns have been sorted by error (i.e., the building in column 1 has the highest error, and the building of column 25 is the building with the lowest error)

manually annotated events\(^2\), measured in minutes. In the worst case, the algorithm is more than 600 minutes wrong. As the exercise takes two days, and there is no movement in the night, choosing a moment on the wrong day gives a large error. It can be concluded that this approach for detecting when a Boxer provides fire support is not very accurate.

For detecting when infantry is clearing a building, a slightly different approach can be taken. As groups of soldiers that clear a building are shuffled regularly during the exercise, we have to find in the data which (sub)groups of soldiers are actually clearing which building. For this, we define the moment of clearing as that moment when X soldiers are within Y meters of the building, and the parameters X and Y should be carefully chosen. Note that any X soldiers of the Blue forces, independent of their assignment in the order of battle, are sufficient for triggering this condition. For each building, a different set of soldiers can trigger the condition. The parameters X and Y can be chosen by using the provided data, as can be seen in Table 1. The best results are achieved by selecting the timestamp at which 5 soldiers are within a 15 meters radius of the building. Figure 6 shows the error obtained with this setting for each building.

\(^2\) The moment of having a building cleared was chosen manually based on an overview of the battlefield. When enough soldiers entered the building or are located in its vicinity, with no enemy troops close by, the timestamp was recorded. It has to be said that finding a good timestamp for each building was not an easy task by using this data.
Table 1 The average difference in minutes of detecting when soldiers clear buildings to the manually annotated timestamps; for different number of soldiers and distance parameters. (x) indicates that x times the clearing of a building was not detected with that setting, as it did not occur that the needed number of soldiers was close enough to the building during the exercise. The number represents the average error made on the 26 buildings in the exercise.

<table>
<thead>
<tr>
<th>Distance (right)</th>
<th>Soldiers (down)</th>
<th>5m</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>35</th>
<th>40</th>
<th>45</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>57</td>
<td>77</td>
<td>149</td>
<td>185</td>
<td>197</td>
<td>226</td>
<td>276</td>
<td>310</td>
<td>382</td>
<td>384</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>9</td>
<td>33</td>
<td>69</td>
<td>76</td>
<td>84</td>
<td>115</td>
<td>139</td>
<td>150</td>
<td>157</td>
<td>214</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>17 (3)</td>
<td>5</td>
<td>58</td>
<td>67</td>
<td>78</td>
<td>85</td>
<td>99</td>
<td>130</td>
<td>141</td>
<td>170</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>24 (4)</td>
<td>6</td>
<td>5</td>
<td>58</td>
<td>72</td>
<td>82</td>
<td>89</td>
<td>99</td>
<td>109</td>
<td>144</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>33 (10)</td>
<td>10</td>
<td>3</td>
<td>31</td>
<td>62</td>
<td>78</td>
<td>85</td>
<td>95</td>
<td>105</td>
<td>113</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>27 (15)</td>
<td>14 (2)</td>
<td>5</td>
<td>6</td>
<td>59</td>
<td>75</td>
<td>81</td>
<td>91</td>
<td>101</td>
<td>108</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>33 (17)</td>
<td>22 (2)</td>
<td>7</td>
<td>6</td>
<td>56</td>
<td>73</td>
<td>78</td>
<td>87</td>
<td>97</td>
<td>107</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>23 (21)</td>
<td>24 (3)</td>
<td>8</td>
<td>7</td>
<td>57</td>
<td>65</td>
<td>77</td>
<td>84</td>
<td>94</td>
<td>104</td>
</tr>
</tbody>
</table>

Figure 6 The difference to the manually annotated events, measured in minutes, made by selecting 5 soldiers with a 15-meter radius of the building. Each building is a separate column, and the columns have been sorted by error (i.e., the building in column 1 has the highest error, and the building of column 25 is the building with the lowest error).

This section showed that it is possible, but not easy to tune expert models with military data. The main challenge is that there is a mismatch between the level of behaviour for which data is logged and the level that we are trying to model (see Section II A). The data is logged on the technical level (e.g., shots being fired without knowing the firing direction) and the decisions we are trying to model are on the tactical level (e.g., clearing the building). If the data would have been created on
the tactical level (e.g., timestamps of clearing a building), as well as being more precise and consistent, expert models could much more easily be created. Automatically enriching technical-level data in the data acquisition step with tactical information is a challenging topic on its own. We now have created two models that contribute the boxer fire-support doctrine (see Figure 3). Several more models are needed in order to complete the boxers doctrine, but as it is hard to create expert models from military data, we decided to investigate an entirely different approach: imitation learning.

V. THE PROMISE OF IMITATION LEARNING

Imitation learning techniques attempt to mimic human behaviour for a given task [9, 40]. These techniques fall in the broader category of observational learning. In observational learning in general, the original behaviour does not have to be created by a willing or knowing participant [41]. Imitation learning can be viewed as a special case of observational learning where the purpose of learning is to reproduce exactly the same actions as the original in identical situations, and realistic behaviour for previously unseen situations. Imitation learning is closely related to learning from demonstration in which a human purposely demonstrates how to perform the task in order to make the agent perform the same task [42, 43]. The term learning from demonstration is often used in robotics [44, 45, 46, 47].

In addition to its broad application in robotics, imitation learning is also being applied to simulators and games. The actions of the player can in this manner be recorded easily, and the simulator or game can be used for training purposes [48, 49, 50, 51]. Some applications focus on imitating the exact player behaviour in order to use the learned behaviour for other purposes. In [52] for example, the behaviour of players on a race track is learned so that new tracks can be tested using the models, rather than having human play testers. Other work focuses on using the examples by humans to create super-human performance [53, 54, 55].

Imitation learning can roughly be grouped into three categories. (1) In the most basic form, one has a labelled set of states. The labels are the action that the human chose in given state. Now the problem can be approached as a supervised learning task, similar to classification tasks. This approach is known as behaviour cloning [47]. Behaviour cloning does not require access to a simulator. (2) When one does have access to a simulator, and therefore the state-transition kernel, we speak of direct policy learning [50]. In this category it is known what the available actions of an actor are in each state, and a transition policy can be learned. The transition policy chooses out of all available actions the most desirable one. (3) When one is interested in learning the weights of the value of state properties that a human uses when evaluating future states, we speak of inverse reinforcement learning [56]. These methods typically use the transition kernel to look at possible future states
in order to create an explainable evaluation function of a state that resembles the preferences of the human demonstrator.

The main difference between handcrafted models and imitation learning is the degree of freedom that the algorithm has to correctly reproduce behaviour. In the hand-crafted models of the boxer that provides fire support, we chose that the distance is the most discriminating factor for the decision that fire support is currently being provided. The only parameter to tune is the distance threshold. In an imitation learning setting, the algorithm is being provided with all state information and is given the freedom to decide itself what the most relevant features are. Such approaches are particularly successful in domains where it is hard to create a well-fitting model manually [57].

VI. IMITATING THE MILITARY EXPERT

Imitation learning has also seen several applications in the military domain [58, 59]. For example in [60], imitation learning is applied to learning decision policies of computer generated forces. The learned behaviour can afterwards be used for the training of soldiers in the simulator [39].

What the beforementioned research has in common, is that a human-in-the-loop simulator is used for collecting human examples. It is exactly known what the current state is, what the possible actions are and what the next state will be after taking an action. This makes the creation of behavioural models possible. In the case of the MCTC data, however, only the state information is available, and there is no knowledge about the currently available actions, or what the information position of a soldier is. For example, only the position of a soldier is known, and not the direction that the soldiers is facing or what potential actions the soldier is considering. This problem is defined in the literature as *imitation from observation (Ifo)* [61]. Ifo can be further subdivided into model-based and model-free. In model-based, either a translation has to be learned from state to actions, or from state-action pairs to the next state. The MCTC use-case falls in the model-free category. Within this category, we can further distinguish into (1) adversarial methods that use a simulator to collect data and compare the data to the expert demonstrations, and (2) reward engineering [62], which learns a reward function for states. Typical examples are learning a task by watching video images of a person performing the desired task [63, 64].

As no executable simulator is available for MCTC, only reward engineering is a viable option for the MCTC use case. We develop a system that when given the current state of the engagement, is able to predict the state a certain number of seconds in the future. This is closely related to [65], which use the difference between the predicted state and the actual state as reward function in a reinforcement learning setting. The main difference is that no reinforcement learning can be done with the MCTC data as no simulator is available.
We have to define what ‘state’ means in terms of MCTC. The collected data holds the complete data of all soldiers and vehicles, of blue and red forces. If the entirety of the engagement is seen as state (i.e., the states of all players and of everything in the environment), then there are astronomically many next states possible, as for instance each soldier or vehicle can move in any direction. It is also not the case that a soldier decides on his/her own action with all global information, but rather with his or her own local information. We therefore simplify the state definition to the local surroundings of a soldier, and try to predict the next position of the soldier. Although there is much more to the state of a soldier, such as shooting status, health status, current posture, we currently only focus on predicting the next position in order to evaluate the suitability of reward engineering and the suitability of the data provided by the MCTC.

Surrounding state features are abstracted into a grid, and each combination of grid cell and feature is an input for the decision. The soldier that makes the decision is located in the centre of the grid. It is possible that a real soldier takes information outside the grid into account (e.g., when visibility is good, or when receiving information over radio), but we only take information into account that falls inside the grid cells. It is also possible that too much information is currently taken into account, as information is included that is not in line of sight (e.g., when a building stands in the way). Various features can be added that soldiers may consider: location of rivers, time of day, current mission, munition left, current health, actions taken in the past, etc. The closer this resembles how soldiers actually reason, the more accurate the learning result is expected to be.

In our setup we use a grid of 8x8 with a real world size of 83 meter by 83 meter each, as shown in in Figure 7. We take the vicinity of friendly and enemy soldiers into account. In the state of Figure 7 there is 1 friendly soldier in the cell north-west of the soldier, while all others hold 0 friendly soldier, and there is an enemy soldier in the south-west. The soldier that is located outside the grid is not taken into account. We also take into account what action was taken in the past (i.e., the locations in the past three episodes). This input grid is duplicated and filled for each of the three historical episodes. We choose to take episode steps of 15 seconds, as that matches the rate at which data is collected at MCTC. Any shorter is not useful as then no new location is communicated between episodes.

As supervised learning target, a grid of 3 by 3 is used with cells being 2 meters wide and tall, as shown in Figure 8. The cell size matches the resolution at which data is logged. The grid has a 1 on the location that the unit moved to, and 0s

---

3 One can argue that soldiers never operate alone, but are always part of a fire team of 4 or fewer people. Therefore a behaviour model for a fire team could be more suitable. As in this exercise fire-team compositions change frequently, and it was not logged what the current fire teams are, learning individual soldiers behaviours is more promising.
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elsewhere. In the case when the next known position of the unit is outside the grid, the closest grid position is chosen as target.

![Image of grid for decision making](image7)

**Figure 7:** The input grid of local features for making the decision. Each cell is 83x83 meters and we count the number of friendly and enemy soldiers in each cell. The input grid of the last three episodes forms the input of the neural network.

![Image of decision output](image8)

**Figure 8:** The output of the decision. A 3x3 grid of movement locations, each cell is 2x2 meters. The arrow indicates that according to the MCTC data the position of the
soldier after 15 seconds was in the bottom left grid cell, and this cell is used as supervised label of the situation.

We train a fully connected neural network with 3 hidden layers, and 100 hidden neurons per layer. We use rectified linear unit activation functions and the mean squared error as loss function. An interesting discussion is how to evaluate the performance of the created neural network. Although a small difference in the predicted location does not seem bad, a series of small differences can cumulate to a large difference later on. At the same time, a decision can bring the soldier into a different context (e.g. passing the building on the left or the right side). The actions following this decision point can differ greatly (e.g. taking cover when going left, compared to successfully clearing the building when going right). We therefore cannot evaluate the realism of the behaviour of the soldier unless the exact position and state has occurred in the original data.

We therefore measure the realism of the learned behaviour in two ways. (1) Based on the original data, the precision and recall on the test set are used, which are quantitative measures. (2) We replay the military exercise in which one or several units are controlled by the learned model and judge its behaviour. All other units are placed and moved using the original data. This provides insight on the learned behaviour, which is a qualitative measure.

Table 2 shows standard measures for supervised learning methods: accuracy, precision, recall and f1-score. Keep in mind that there are 9 output cells, and the probability of randomly guessing correct is 0.11 and that in this setting all four measures are expected to have a value around 0.11 for random guessing. The training set has been balanced so that each output cell had an equal number of examples. Table 2 indicates that the accuracy is higher than random guessing, but still far away from predicting the next state consistently.

Table 2 Quantitative measures for predicting the next soldier state.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.2220</td>
</tr>
<tr>
<td>Precision</td>
<td>0.2558</td>
</tr>
<tr>
<td>Recall</td>
<td>0.2210</td>
</tr>
<tr>
<td>F1 Score</td>
<td>0.2169</td>
</tr>
</tbody>
</table>

For analysing the behaviour of the learned model, we place a single soldier that is controlled by the model in the exercise. Error! Reference source not found. shows the movement path of a soldier that is created by the model, compared to that of the original. Here we see that the neural network roughly moves in the same manner as the original soldier moved. Although not visible in Error! Reference source not found., also the timing is roughly the same. This example also highlights
the difficulty of working with this data. The locations of the original soldier (green) sometimes make large jumps (e.g. the first data point in the east has no neighbour close by).

![Figure 9: Comparing the movement of the model with the actual movement. The highlighted blue locations are the soldier that is steered by the neural network. The highlighted green locations are the actual locations of the original soldier. The starting point of both was at the eastern side of town, and both moved gradually to the west.](image)

By analysing several of these traces, we can conclude that the model learned two behaviour traits that resemble actual soldier behaviour. (1) It is beneficial to stay close to friendly soldiers. Soldiers often move as a group, and the model usually chooses to move towards friendly units. (2) When the historical movements are heading in one direction, the probability that the next movement is also in that direction is high. As soldiers have a certain task, clearing a building, it makes sense that soldiers keep moving towards the objective until reaching it. Although these traits make sense, they also create unrealistic behaviour in certain situations. (1) When multiple soldiers are controlled by the model, they tend to stick to each other and stop moving. Artificial soldiers do not want distance themselves from each other. (2) When a model controlled soldier enters a territory in which there are no friends or foes, it tends to keep walking in the same direction until exiting the battlefield. As the prediction is dominated by recent historical movements, and all other inputs are 0, the model decides to keep walking in the same direction. One of the causes for this is that the current task is not part of the input features.

We argue that this result shows that a first step is made towards automatically creating a model of a soldier’s decision making process based on the method of
reward engineering. Although only basic behaviour is currently learned, we foresee that more complex patterns can emerge when more types of inputs, such as terrain characteristics and orders, are included in the learning process.

VII. Conclusions

This article investigated the possibilities for creating behavioural models of units using military decision making in a data-driven manner. We showed that it is possible to tune parameters of models that are created by subject-matter experts with military data, but even when data is annotated manually it is not straightforward to do so. As the data is collected with other goals in mind, important behavioural context is not available, which hinders the efficient use of the data for our purposes. We investigated the emerging research area of imitation learning and applied it to the use case of learning to predict soldier movement during an urban building clearing exercise. Such techniques may not only recreate realistic soldier behaviour in identical situations, but also may generalise the behaviour to obtain realistic behaviour in previously unseen situations. While the research area knows many sub-areas, only reward engineering seems currently applicable when neither having a simulator available, nor the possibility to retrieve the set of possible actions in a state to learn an action policy. We demonstrated the method of reward engineering by trying to predict the next state of a soldier based on local state information. Two basic soldier behaviour traits have been learned by the neural network, which in some situations create realistic behaviour, while in other situations illogical behaviour is displayed. We argue that the illogical behaviour can still be improved upon with additional feature inputs.

Our overall conclusion is that imitation learning methods seem very promising for creating behaviour models of military decision making. If successful, the behavioural models that are created in this fashion can be beneficial to the military in several ways. Think for instance of contributing to creating new training scenarios in which the behaviour of the computer generated forces is improved, supporting after action reviews by comparing the trainees’ behaviour to the learned correct behaviour, assisting in comparing and possibly adapting basic combat procedures to the behaviour displayed in the field, supporting synthetic wrapping where simulated entities can display accurate behaviour. Depending on the accuracy of the developed models, some applications may be easier to support than others. For example, may the demands on accuracy be higher in a decision support setting compared to a synthetic wrapping setting.

In the future, we want (1) to create automatic methods for pre-processing the MCTC data by creating additional context on the tactical level. Methods such as estimating the current point of view, or what (type of) order is currently executed come to mind. This additional context can then help to improve parameter tuning of models. (2) We want to improve the feature set of the reward engineering
approach in order to make the behaviour more realistic. (3) We would like to explore explainable learning methods in order to make the learned behaviour more explicit. The explanation can then be used for various purposes, such as after action reviews.
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